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Abstract

Modern applications are complex and difficult to understand. One approach to investigating their char-
acteristics is system-call tracing: captured traces can be analyzed to gain insight, or replayed to reproduce
and debug behavior in various settings. However, existing system-call tracing tools have several deficiencies:
(1) they often do not capture all the information—such as raw data buffers—needed for full analysis; (2) they
impose high overheads on running applications; (3) they are proprietary or use non-portable trace formats;
and (4) they often do not include versatile and scalable analysis and replay tools.

We have developed two prototype system-call trace capture tools: one based on pt race and the other on
modern Linux tracepoints. Both capture as much information as possible, including complete data buffers,
and produce trace files in a standard DataSeries format. We also developed a prototype replayer that focuses
on system calls related to file-system state. We evaluated our system on long-running server applications such
as key-value stores and databases. We found that pt race-based tracers can impose an order of magnitude
in overhead, but require no superuser privileges or kernel changes. In contrast, our tracepoints-based tracer
requires some kernel changes to capture buffers and optimize trace writing, but it has an overhead of only
1.8-2.3x for macro-benchmark applications. The replayer verifies that its actions are correct, and faithfully
reproduces the on-disk state generated by the original application.



Chapter 1

Introduction

Modern applications are becoming ever more intricate, often using 3"-party libraries that add further com-
plexity [38]. Operating systems are adding multiple layers of virtualization [10, 73] and deep I/O stacks for
both networks and storage devices [11,40,72]. In addition, current storage systems employ space-saving
optimizations, including compression, deduplication, and bit-pattern elimination [13,27,51,53,61,75-77,
84,86,90]. The result is that applications interact with the rest of the system in complex and unpredictable
ways, making it extremely difficult to understand and analyze their behavior.

System-call tracing is a time-honored, convenient technique for tracking an application’s interaction with
the OS: ptrace can be used on a live application to start capturing system-call events, which can then be
converted for human consumption using tools such as st race [89]. Such traces can be replayed to repro-
duce a system’s state, reproduce an application’s behavior without the need to recreate its input conditions
and rerun the application, explore how an application may behave under different system configurations
(e.g., performance analysis or debugging), and even stress-test other components (e.g., the OS or storage
system) [1-3, 8,20, 34,43,44,50,67,68,71, 83, 85,93,94]. Traces can also be analyzed offline (e.g., using
statistical or machine-learning methods) looking for patterns or anomalies that may indicate performance
bottlenecks, security vulnerabilities, etc. [41,52, 69, 70]. Lastly, historical traces can help understand the
evolution of computing and applications over longer time periods. Such long-term traces become more
useful to evaluate the effects of I/Os on modern devices that can wear out quickly (SSDs) or have poorly
understood internal behavior (e.g., garbage collection in shingled drives) [19,23,39,47,55,91,92].

Existing system-call tracing approaches, however, are deficient in several ways: (1) They often do not
capture all the information that is needed to reproduce exact system and storage state. For example, buffers
passed to the read and write system calls are often not captured, or are truncated. (2) Tracing significantly
slows down the traced applications and even the surrounding system. These overheads can be prohibitive
in production environments. As a result, tracing is often avoided in mission-critical settings, and traces of
long-running applications are rare. (3) Past traces have often used their own custom format; documentation
was lacking or non-existent; and sometimes no software or tools were released to process, analyze, or replay
the traces. Some traces (e.g., those from the Sprite project [66]) have been preserved but can no longer be
read due to a lack of tools. (4) Some tracing tools (e.g., st race [89]) have output formats that are intended
for human consumption and are not conducive to automated parsing and replay [33,42, 88].

In this paper we make the following six contributions:

1. We have designed and developed two prototype system-call tracing systems. The first, based on ptrace
and strace, can be used without superuser privileges. The second uses Linux tracepoints [24] and
LTTng [25,59] and requires superuser privileges, but offers much better performance.

2. Both tracing systems capture as many system calls as possible, including all their data buffers and argu-
ments. The information is captured in raw form, thus avoiding unnecessary processing to display them



for human consumption (i.e., “pretty-print”).

. Both systems write the traces in DataSeries [5] format, SNIA’s official format for I/O and other traces.
DataSeries is a compact, efficient, and self-describing binary trace format. This approach automatically
allows users to use existing DataSeries tools to inspect trace files, convert them to plain text or spreadsheet
formats, repack and compress trace files to save space, subset them, and extract statistical information.

. In extensive evaluations, we found that st race imposes a high overhead on running applications, as
much as an order of magnitude; yet on average, our DataSeries-enabled st race performs at least 30%
better. Our tracepoints-based tracing system, while requiring Linux kernel changes to capture data buffers,
adds an overhead of only 1.8-2.3x.

. We developed a DataSeries replayer that can replay most system calls, including all those that relate to
file systems, storage, or persistent state. The replayer is designed to execute system calls as faithfully
and efficiently as possible, preserving event ordering, reproducing identical process and thread states,
handling multiple threads, and being able to replay large traces (hundreds of GB).

. All our code and tools for both tracing systems and for the replayer are planned for open-source release.
In addition, we have written an extensive document detailing the precise DataSeries format of our system-
call trace files to ensure that this knowledge is never lost; this document will also be released and archived
formally at SNIA.



Chapter 2

Design

Re-Animator is designed to: (1) maximize the fidelity of capture and replay, (2) minimize overhead, (3) be
scalable and verifiable, (4) be portable, and (5) be extensible and easy to use. In this section, we first justify
these goals, and then explain how we accomplish them.

2.1 Goals

2.1.1 Fidelity

State-of-the-art techniques for recording and replaying system calls have focused primarily on executing
captured system calls accurately during replay [6, 15, 38,48, 62, 88, 95]. In this work, we consider three
dimensions of replay: (1) timing, (2) dependencies between processes and threads, and (3) on-disk state.

Of these, timing is probably the easiest to handle; the tracer needs to record accurate timestamps, and the
replayer needs to reproduce the timing as precisely as possible [6]. However, many researchers have chosen
a simpler—and entirely defensible—option, which is to simply replay calls as fast as possible (AFAP). That
choice makes sense because it imposes maximum stress on the system being tested, which is often the
preferred approach when replay is used to test new systems. For that reason, although we record accurate
timestamps, we use AFAP replay. Replay that accounts for “think time” remains as future work.

Dependencies in parallel applications are more challenging; replaying dependencies incorrectly can lead
to unreasonable conclusions, and in most cases will produce incorrect results. Previous researchers have
used experimental [62] or heuristic [88] techniques to extract internal dependencies. For the current version
of Re-Animator, we have chosen a conservative approach similar to hfplayer [36]: if two requests overlap
(as measured by their beginning and ending times) we assume that they can be issued in any order; if there is
no such overlap then we preserve the ordering recorded in the trace file. We plan to incorporate techniques
from [88] in the future.

Finally, most prior tracing and replay tools have chosen to discard the actual data that was transferred.
That decision makes sense, because collecting that data slows tracing and consumes significant amounts
of disk space. However, modern storage systems use advanced techniques—such as deduplication [57,
80], compression [16, 53], repeated bit-pattern elimination [77], log-structured merge trees [64, 74], and
Be¢-trees [46]—for which the performance depends on data content. For that reason, we believe that it
is important to have the correct—and verified—state on the file system and disk after executing captured
system calls. We have therefore designed Re-Animator to support the efficient capture and replay not only of
system calls and their parameters, but also buffer contents, so that we can accurately reproduce the final state
generated by the original application. Re-Animator’s replayer supports verification of both return values and
buffer contents (see Section 2.4). We discuss the details of all these features in Section 2.2.



2.1.2 Minimize Overhead

Since the goal of tracing is to record realistic behavior, anything that affects the performance of the traced
application is undesirable. With the exception of tools that capture network packets by sniffing, all tracing
methods necessarily add some overhead, which of course should be minimized. Overhead is introduced in
several ways: (1) as each system call is made, a trace record must be created; (2) any data associated with
the system call (e.g., a path-name or a complete write buffer) must be captured; and (3) the trace information
must be written to a stable storage device. To keep overheads low, some tracing systems such as dtrace [17],
ktrace [30], and SysDIG [14]—all three of which we tested ourselves—drop events when the rate of system
calls exceeds a memory-consumption threshold; this is clearly undesirable if high fidelity is to be achieved.

Re-Animator offers two tracing tools: the first is based on st race, which uses the pt race facility to
intercept system calls, and the second is based on LTTng [25, 59], a relatively new Linux facility designed
for tracing kernel events, using tracepoints [24]. The st race approach is simpler for the user but has higher
overhead (see Section 2.3).

2.1.3 Scalable and Verifiable

Like any application, tracing tools should be reliable and should avoid arbitrary limitations. In particular,
it should be possible to trace large applications for significant time periods; that implies that traces must be
captured directly to stable storage (as opposed to fast but small in-memory buffers). Moreover, tracing a
multi-process or multi-threaded application should avoid introducing additional synchronization points that
would affect the application’s behavior. For example, one application thread should not be suspended while
waiting for another thread’s trace information to be written to a common trace file.

In addition, it must be possible to verify that a replayer has replayed a trace correctly. We use three
verification methods that can be disabled if desired: (1) when a system call is issued, we ensure that it
received the same return code (including error codes) that was captured at trace time; (2) for calls that return
information, such as stat and read, we validate the buffer contents; and (3) after a replay completes, we
separately compare the on-disk state with that produced by the original application.

2.1.4 Portability

Tools are only effective if they actually get used; to be usable, a tool must run in the desired environment. To
enhance portability, we use the DataSeries trace format [5] and developed a common library that standardizes
trace capture. (We will release all of our software publicly after publication of this paper.)

2.1.5 Ease of Use and Extensibility

Ease of use is also critical to the effectiveness of a tool. That goal encompasses user-interface design,
flexibility, and power. In the simplest case, the user need only run an application under our version of
strace; the replayer is equally easy to use. The LTTng version is somewhat more challenging, since it
requires a kernel modification, but once that has been done, the capture and replay processes are equally
simple. We have also designed the code so that it is easy to add support for new system calls as necessary.

2.2 Fidelity

In this section we describe how Re-Animator accurately captures system calls, including the data buffers’
contents. We describe our st race and LTTng modifications.



2.2.1 RA-Strace

Figure 2.1 shows the flow for tracing and capturing calls in RA-Strace; green components denote our mod-
ifications or additions. The strace tool is built upon the pt race facility, which (among other things)
hooks into system-call entry and exit points and notifies the tracer of each such occurrence. The tracer can
then use pt race to examine arguments and results as necessary. However, the tracer is a separate process
context, and pt race requires a system call each time the target process’s registers or memory are accessed.
Thus, multiple context switches are needed for st race to gather system-call arguments and results; doing
so introduces significant overheads.

However, ptrace also has an advantage: since the traced process is halted for each system call, the
tracer can delay the traced process until the event has been written to disk. Thus, the strace approach
ensures that no events are ever lost.

Strace
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pation pid, | @) signal O
A I . A
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Figure 2.1: Strace architecture. Green boxes denote our additions or changes. After an application issues a
system call (1), it is delivered to pt race (2), which notifies st race (3). Strace uses ptrace calls (4) to
collect information and write it using our library (5); it then uses ptrace (6) to free the process to run (7)
and finally execute the system call (8).

For RA-Strace, we modified st race in two places: the entry and exit points for system calls. Ordering
among threads is maintained by giving each system call a unique, monotonically increasing record ID. (In
some exceptional situations, such as readv, writev, and execve, a single system call generates multiple
trace records, in which case we assign the same ID to all; the DataSeries library disambiguates these cases.)
Re-Animator collects common information for every system call, including the entry and exit times, return
value, error code, process ID, and thread ID. Most calls are captured in the exit handler so that we can access
the data returned by the call. However, non-returning calls such as exit and execve skip through the exit
handler when they succeed, so Re-Animator records those calls at entry time (but still records failures when
they occur).

Despite assigning unique IDs, there is a subtle problem with record ordering. In some cases, clone
will yield to another, newly created thread before returning, so other cloned processes might be recorded
before the first one returns, causing out-of-order trace records. We resolved this issue with an offline post-
processing tool that reorders clone and vfork records in the DataSeries file as needed. This approach is



simpler and more robust than attempting on-the-fly reordering.

One of our most crucial design goals is to gather the data buffers passed to and from system calls. We do
so for 38 system calls. Here, we consider st ructs to be buffers: e.g., the full results of getdents, stat,
and ioct1 are captured. Although this maximalist approach is excellent from a scientific standpoint, it adds
the challenge of efficient data collection. We capture the data using process_vm_readv and ptrace,
plus some strace utility functions, as shown in Figure 2.1, step 4. After the trace information has been
collected, RA-Strace uses our common library (RA-Lib, see Section 2.3) to efficiently write a record to the
DataSeries file (Figure 2.1, step 5). We added a number of optimizations to our common library to ensure
efficiency (see Section 2.3).

2.22 RA-LTTng

LTTng [59] is a extensible framework for Linux kernel tracing. Briefly, tracepoints [24] have been inserted
in important functions, such as the system-call entry and exit handlers. When a tracepoint is activated, LTTng
captures relevant information into a buffer that is shared with a user-level daemon, which then writes it to
a file. To enable parallelism, the shared buffer is divided into sub-buffers, one per process, and the LTTng
daemon uses user-space RCUs via 1iburcu [56] for lockless synchronization with the kernel. The data
is written in the Common Trace Format (CTF) [58]; a tool called babeltrace can convert CTF to other
formats (but it currently supports conversion only to human-readable text format).

Figure 2.2 shows the flow for tracing and capturing calls in LTTng; green components denote our modifi-
cations or additions. To make the system easier to use, we wrote a wrapper (Figure 2.2, step 1) that automates
the tasks of starting the various LTTng components and the traced application.

The design of LTTng and CTF makes it challenging to capture large data buffers, such as when an
application accesses megabytes in a single I/0, since the sub-buffers were designed to handle relatively small
events. Instead, we capture data buffers directly to a secondary disk file using vfs_write (Figure 2.2, step
7). An advantage of using a separate file is that it can be placed on a different, larger storage medium if
desired. We added a unique ID to each trace record and tag each captured buffer with the same ID, so that
we can correlate them offline. To maximize parallelism, when a trace event is captured, we use a spinlock to
assign a particular file offset to that event, and then write the data itself asynchronously. In the rest of this
paper, we refer to this enhanced CTF format with secondary buffer-data files as RA-CTF. We describe the
details of the asynchronous buffer writing process in Section 2.3.

We modified the pre-existing babeltrace tool to generate the DataSeries format [5], which allows
us to group events on a per-thread basis, simplifying replay (CTF is purely sequential). The modified
babeltrace tool also integrates the captured data buffers from the secondary file so that the DataSeries
file produced is self-contained.

Because we write captured buffers asynchronously from multiple threads, they might be stored in a
different order from that of events in the CTF file. Re-Animator tags the buffers with their size and unique
record ID. When we convert CTF files to DataSeries, Re-Animator correlates the records with corresponding
system-call events using unique IDs, and stores them in the correct order in the DataSeries file.

LTTng records the identity of traced process(es) in a hash table indexed by process ID; currently, it does
not insert new PIDs or thread IDs into the table when clone is called. Rather than modifying clone, we
changed the kernel to trace based on the Process Group ID (PGID), which does not change upon clone.
Our wrapper sets the PGID before executing the target application and notifies the kernel. This technique
worked for all of the applications we tested in this paper. (The LTTng developers are working on a proper
solution to track which process should be traced.)

When we capture one of the 38 system calls that involve user data buffers, we first make a copy of that
data (using copy-from_user) so that the user process can continue while we invoke vfs_write. Space
for that copy is allocated using kmalloc or, if that fails due to the size of the allocation, vmalloc (in



Ani ®fork 2
Re-Animator-— ork configurationq
Tracer

NC
3

4 . .
LTTng consumer daemon? LTTng session Application
daemon
! } |
&
S sub-buffers
................... [1][2][3]
©
c
S Y
x Re-Animator kernel - ® v
module integration ¥ Linux Kernel
LTTng kernel modules [ <@——— system call
: tracepoints

Figure 2.2: LTTng architecture using Linux kernel tracepoints. Green boxes denote our additions or changes.
Our wrapper (1) launches the LTTng configurator (2), which invokes an LTTng session daemon (3) to control
the operation and the consumer daemon (4) to collect events. LTTng tracepoints place events into sub-buffers
(5) and invoke Re-Animator, which collects data buffers and writes them to a separate disk file (7).

our kernel context, using swappable kernel memory is permissible). Preferring kmalloc saves time in the
common case.

LTTng signals the consumer daemon if any events were lost due to shortage of kernel buffers; we then
increase the number of sub-buffers shared between the kernel and user-space and restart the traced applica-
tion.

2.3 Low-Overhead and Accurate

One of the biggest drawbacks of system call tracing is that it adds overhead that can slow down an application—
even to the point of failure. Adding overhead can also change execution patterns and timings. If we want to
capture and replay server applications, this overhead can cause timeouts and dropped packets, and even failed
queries. Re-Animator offers efficient and optimized versions of st race and LTTng, while maintaining high
fidelity. RA-LTTng minimizes the overhead for capturing buffers and writes them efficiently.



2.3.1 RA-Strace

RA-Strace has two major components: (1) a Re-Animator library (RA-Lib) and (2) st race integration.

We designed RA-Lib as a common API for both RA-Strace and RA-LTTng. RA-Lib is an optimized
library for writing system call information to DataSeries files. Thus it is useful for integration with other
tracing systems such as DTrace [17] and Ktrace [30].

We described RA-Strace’s integration in Section 2.2. We now describe how RA-Lib’s modular design
handles writing system call records efficiently. Integrating support for capturing a new system call is easy
thanks to C++ abstractions, but the latter tend to add overheads. RA-Lib works as a router: it gets trace data
and calls the corresponding handler to create an appropriate DataSeries record for writing. We designed RA-
Lib independent of any capturing technique or the underlying OS; for example, we do not hard-code system
call numbers, which change between OSes. RA-Lib has two main data structures to support this translation
flexibility: (1) mapping system-call names to handler functions and DataSeries accessor objects that are
responsible for writing system calls according to their types to DataSeries files, and (2) mapping system-call
argument types to DataSeries types. These mapping mechanisms are heavily used; our initial implementation
was 3x times slower than the one reported in this paper. We profiled the code and changed many critical
data structures to improve lookup and insert speeds (e.g., ordered hash maps permit enumeration in sorted
order, but we had no need for such enumeration). We also added internal caching of frequently accessed
DataSeries objects, to avoid having to re-retrieve them from the DataSeries file. We chose TCMalloc [32]
over several other memory allocators as it provided the best performance for this project.

2.3.2 RA-LTTng

We detailed RA-LTTng’s mechanisms for capturing buffers in Section 2.2. When RA-LTTng gets the cap-
tured buffer’s content, it offloads the writing to a work queue (configurable, but we currently limit it to
holding 32 items). Linux’s work queue will then spawn at most 32 kernel worker threads to write one item
each to persistent storage. This asynchrony allows the traced application to continue execution, interleav-
ing with the kernel worker threads. When tracing an application that allocates a lot of memory and also
runs CPU-intensive tasks, it is possible that the OS will not be able to schedule the trace-writing kthreads
frequently enough to flush those trace records. To avoid losing any records, RA-LTTng blocks the traced
application until the work queue drains, an approach that can further slow down applications but guarantees
high fidelity. Slowdown due to a full work queue can be reduced by raising its maximum size above 32
items.

2.4 Scalable and Verifiable

In this section, we explain how Re-Animator provides a scalable and verifiable framework for both capturing
and replaying. We first describe how our LTTng integration facilitates system-call tracing to make replaying
verifiable. We then provide a detailed architectural design for Re-Animator’s scalable and verifiable replayer,
called RA-Replayer.

We have explained how Re-Animator captures buffers accurately and efficiently in Sections 2.2 and 2.3.
Re-Animator leverages LTTng’s architecture to collect as much data as it can without adding significant
overhead. Capturing complete buffer data allows RA-Replayer to verify system calls on the fly and generate
the same final disk state.



2.4.1 Re-Animator Replayer

We now detail the design of RA-Replayer. There are four major principles in our design: (1) verifiable,
(2) concurrent lock-free design, (3) supporting multi-process applications with a user-space file-descriptor
manager, and (4) simulating system calls that cannot be replayed.

2.4.2 Verifiable

During replay, Re-Animator checks that return values match those from the original run and that buffers con-
tain the same content. Here, “buffers” refers to every single memory region that contains execution-related
data, including results for calls like stat, utimes, getdents, ioctl, fcntl, etc. Since the trace file
contains buffer contents for system calls that pass data to the kernel and change on-disk state, we can perform
the same operation with the same data to produce the same on-disk state as the original execution. We have
confirmed that Re-Animator generates the same content as the traced application by running several micro-
and macro-benchmarks (see Section 3) and comparing the directory trees after the replay run. However, there
are necessarily some limitations since a generated file’s at ime, mt ime, and ct ime will not be the same
(absent a ut imes call), and the results of reading procfs files like /sys/block/sda/sdal/stat
might be different.

RA-Replayer links with complex DataSeries libraries among others (e.g., 1 ibc): it is therefore possible
that some of these libraries will open, close, or otherwise manipulate file descriptors without our knowledge
(e.g., the DataSeries library opens a descriptor for every extent (section) of a trace file so it can read from
that extent’s offsets while avoiding 1seeks). Therefore, RA-Replayer also periodically scans its own file
descriptors and validates that their expected state (open or closed) matches what our user-space file descriptor
manager expects. The frequency of verifying FDs is configurable and can also be disabled.

2.4.3 Concurrent Lock-Free Design

Reading a trace file is often an I/O-bound task [5]. Fortunately, DataSeries stores traces efficiently, reducing
I/0, and offers multi-threaded replay. We now describe the general architecture of RA-Replayer (Figure 2.3)
and explain why it is scalable and low-overhead.

To coordinate replay without introducing extra system calls, we use lock-free data structures provided by
Intel’s Threading Building Blocks [45]. RA-Replayer is divided into two major components: First, a single
thread reads the DataSeries file and fills a priority queue (PQ) for each execution thread; there is one thread
for each process or thread being replayed. A DataSeries file is naturally divided into extents (see Section 2.5),
one for each type of system call. The reader thread retrieves several records from these extents and inserts
them into the PQs; at run time it measures the rate that the execution threads drain their PQs and dynamically
adjusts the amount of data it next retrieves from the extents. Second, execution threads drain their PQs and
execute system calls with appropriate arguments. RA-Replayer supports 67 system calls (including those
that we can only simulate). Each call’s implementation provides functions to execute it, verify its results,
and optionally log results.

In both the reader and the execution threads, we use TCMalloc [32] for efficient, concurrent memory
allocation.

2.4.4 Supporting Multiple Processes

RA-Replayer can replay multi-process applications by spawning threads inside the replayer. Since the re-
player is a single process, we have a user-space file-descriptor manager that keeps track of file descriptor
allocations for each emulated process. The manager keeps track of FD changes caused by operations such
as dup, pipe, and execve, including supporting unusual cases such as the O_CLOEXEC flag. This was
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Figure 2.3: RA-Replayer architecture.

particularly important for correctly replaying two processes that exchange data over a pipe. Our earlier
prototype attempted to replay all traced processes inside a single replayer process, but it proved too complex
to manage the per-process FD states and to avoid deadlocking on reading a pipe if the pipe-writer event had
not yet happened (and cannot be replayed while the single replayer thread is blocked). The lesson we learned
is that any high-fidelity replayer should be multi-threaded to better emulate the original traced environment.

2.4.5 Simulated System Calls

We designed Re-Animator to capture as much data as possible, which means that it sometimes captures
system calls, parameters, and buffers that cannot be replayed (such as operations on sockets, which would
require complex connections to network resources that might not behave in a reproducible fashion). Instead,
we simulate these calls using data recorded in the DataSeries file, by discarding the call and assuming it
succeeded or failed as before, and filling in any buffers such as those returned from a socket. Capturing
data for simulated system calls not only enables future research opportunities but also helps us keep our FD
mappings accurate.

2.5 Portable

To allow our tools to be used as widely as possible, we store trace output in the DataSeries format [5],
and to design our replayer to read that same format. DataSeries is a compact, flexible, and fast format first
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developed at HP Labs; a C++ library and associated tools provide easy access to the format.

A DataSeries file is organized into a number of extents, each of which has a schema defined in the file
header. We are using an updated version of the SNIA schema for system-call traces [78], which we plan to
submit to SNIA when it is complete. In our design each extent stores records of the same system call type.
One exception is multi-record system calls such as writev: we store an initial record with the common
information (file descriptor, offset, and iovcnt), followed by IV records, one for each iovec. Unlike prior
tools, which tended to capture only the information of interest to a particular researcher, we have opted for a
maximalist approach, recording as much data as possible. Doing so has two advantages: (1) it enables fully
accurate replay, and (2) it ensures that a future researcher—even one doing work we did not envision—will
not be limited by a lack of information. (E.g., Ou et al. [65] concluded that fcnt 1 calls were never used in
the LASR traces, when in fact those calls were simply not captured.)

In particular, in addition to all system call parameters, we record the precise time the call began and
ended, plus the PID, thread ID, parent PID, and process group ID of the issuing process. If the call failed,
we also record the errno returned. By default we also record the data buffers for reads and writes. Lastly,
each record of a trace is assigned a unique, monotonically increasing record ID.

When replaying, we reproduce nearly all calls precisely—even failed ones. The original success or
failure status of a call is verified to ensure that the replay has been accurate, and we compare all returned
information (e.g., stat results and data returned by read) to the original values.

However, there are certain practical exceptions to our “replicate everything” philosophy: for example, if
it were followed slavishly, replaying network activity would require that all remote computers be placed into
a state identical to how they were at the time of capture. Given the complexities of the Internet and systems
such as DNS, such precise reproduction is impossible. Instead, we simulate the network: sockets are created
but not connected, and I/O calls on socket file descriptors are simply discarded.

2.5.1 Source Code Size

Over a period of three years, we wrote nearly 20,000 lines of C/C++ code (LoC). We added or modified
1,783 LoC in strace, 3,928 LoC for the tracer-integration library with DataSeries, 7,760 for the replayer
and another 1,005 for the record-sorter tool. We added or modified 1,135 LoC in LTTng’s kernel module,
1,624 LoC for the LTTng user-level tools, and finally 2,347 LoC for the babeltrace2ds converter.
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Chapter 3

Evaluation

Our Re-Animator evaluation goals were to measure its overheads, show replayer performance numbers, and
get a taste for other practical uses of the portable trace files we have collected (e.g., useful statistics).

3.1 Testbed

Our testbed includes four identical Dell R-710 servers, each with two Intel Xeon quad-core 2.4GHz CPUs
and configured to boot with 4GB RAM. Each server ran CentOS Linux v7.6.1810, but we installed and
ran our own 4.19.19 kernel with RA-LTTng code changes. Each server had three drives to minimize I/O
interference: (1) A Seagate ST9146852SS 148GB SAS as a boot drive. (2) An Intel SSDSC2BA200G3
200GB SSD (“test drive”) for the benchmark’s test data (e.g., where MySQL would write its database). We
used an SSD since they are becoming popular on servers due to their superior random-access performance.
(3) A separate Seagate ST9500430SS 500GB SAS HDD (“trace-capture drive”) for recording the captured
traces, also used for reading traces back during replay onto the test drive. Since our traces are written
sequentially, using a non-SSD drive here did not impact trace-writing or trace-reading performance, as SAS
drives offer good sequential performance.

Although our four servers had the same hardware and software, we verified that identical, repeated
experiments on them yielded results that did not deviate by more than 1-2% across servers.

3.2 Benchmarks

We ran a large number of micro- and macro-benchmarks. Micro-benchmarks are useful to highlight the
worst-case behavior of a system by focusing on specific operations. Macro-benchmarks show the realistic,
real-world performance of applications with mixed workloads. For brevity, we describe only a subset of those
tests in this paper, focusing on the most interesting trends, including worst-case scenarios. All benchmarks
were run at least five times; standard deviations were less than 5% of the mean unless otherwise reported.
Each benchmark was repeated under four different conditions: (1) an unmodified program (called “Vanilla™)
without any tracing to serve as the baseline; (2) the program as traced using an unmodified strace tool
(“Strace”) where all (text) output was saved to a file on the trace-capture drive to simulate capturing actual
trace records; (3) the program as traced using our modified st race, which directly writes a DataSeries file
onto the trace-capture drive (“RA-Strace”); and (4) the program traced using our modified LTTng, which
directly records binary in RA-CTF format (“RA-LTTng”) (see Section 2.2.2).
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3.2.1 Micro-Benchmarks

To capture traces, we first ran the FIO micro-benchmark [29], which tests read and write performance for
both random and sequential patterns; each FIO test ran with 1, 2, 4, and 8 threads. We configured FIO with
an 8GB dataset size to ensure it exceeded our 4GB server RAM size and thus exercised sufficient I/Os. (We
also ran several micro-benchmarks using Filebench [4] but omit the results since they did not differ much
from FIO’s.)

3.2.2 Macro-Benchmarks

We ran two realistic macro-benchmarks: (1) LevelDB [54], a key-value (KV) store with its own dbbench
exerciser. We asked LevelDB to run 8 different pre-configured I/O-intensive phases: fillseq, fillsync, fill-
random, overwrite, readrandom1, readrandom?2, readseq, and readreverse. We configured database sizes of
1GB, 2GB, 4GB, and 8GB (by asking dbbench to generate 10, 20, 40, and 80 million KV pairs, respec-
tively); and for each DB size we ran LevelDB with 1, 2, 4, and 8 threads. Finally, because RA-LTTng
currently does not capture mmap events, we configured LevelDB to use regular read and write system
calls. (2) MySQL [81] with an 8GB database size. We configured sysbench [82] to run 4 threads that
issue queries to MySQL for a fixed one-hour period.

3.2.3 Replaying Benchmarks

We report the times to replay some of the larger DataSeries trace files we captured. As described in Sec-
tion 2.4, our replayer runs as-fast-as-possible (AFAP), verifies all system call return values and buffers at
runtime, ensures an accurate on-disk state replay, and preserves non-overlapping events’ timings. We re-
played every trace captured in this project and manually verified (e.g., using diff -r) the on-disk state
after replay compared with the vanilla program; no anomalies were found. Our replay timings do not include
the time to run diff, since such verification would not normally be necessary in a “production” environ-
ment.

Recall that RA-LTTng stores traces using the enhanced RA-CTF format (Linux’s CTF format for system-
call records, modified to include record IDs, plus separate indexed binary files to store system-call buffers);
therefore we used the offline babeltrace2ds tool we developed to convert RA-CTF traces to DataSeries
format before replaying the latter. Babeltrace can consume a lot of I/O and CPU processing cycles to
convert between formats, in part because it has to build global mapping tables for objects between the two
formats; nevertheless, this conversion need only be done once and can be performed offline without affecting
any application’s run. In a large experiment we conducted, babeltrace2ds took 13 hours to convert a
255GB RA-CTF file (from a LevelDB experiment) to a 214GB DataSeries file; the latter file size is smaller
because the DataSeries binary format is more compact than RA-CTF’s. The conversion was accomplished
on a VM configured with 128GB RAM. At its peak, babeltrace2ds’s resident memory size exceeded
60GB. These figures justify our choice to perform this conversion offline, rather than attempt to integrate
a complex and large DataSeries library, all written in C++, into the C-based Linux kernel. Optimizing
babeltrace2ds—currently single-threaded—was not an express goal of this project and is left to future
work.

3.3 FIO Micro-Benchmark

We report the time (in minutes) to run FIO with 1 or 8 threads. (The results with 2 and 4 threads were in
between the reported values, but we do not have enough data to establish a trend curve based on the number
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Figure 3.1: FIO random read times in minutes (elapsed, user, and system).

of threads.) We report elapsed, user, and system times separately. We include all dirty-data flushing as well
as trace records persisting in our measurements.

Figures 3.1, 3.2, 3.3, and 3.4 show FIO’s random-read, sequential-read, random-write, and sequential-
write times, respectively. Several trends seen in this data were the same for FIO’s sequential reads and
both random and sequential writes. These trends (some of which are unsurprising) are: (1) Compared to
Vanilla, all tracing takes longer. (2) Strace was the slowest, followed by RA-Strace, with RA-LTTng being
the most efficient tracer. (3) Running FIO with 8 threads instead of one reduces overall times thanks to
better I/O and CPU interleaving. Our servers have 8 cores each, and their SSDs are inherently parallel
devices that can process multiple I/Os concurrently [18,26,49]. We focus on the one-thread results below.
(4) Strace adds significant user time to allocate and copy buffers from the traced process, and to format
them for human consumption. Strace also adds significant system (kernel) time due to context switches and
ptrace handling. Together with the additional I/O needed to write its human-formatted output, Strace takes
2.3—-11x longer than Vanilla (an untraced FIO). (5) RA-Strace improves on Strace primarily due to writing
an efficient binary-formatted DataSeries file, but still incurs significant user- and system-time overheads.
Compared to Vanilla, RA-Strace’s elapsed times are 1.9-7.9x slower; RA-Strace is still 22-45% better than
Strace. (6) RA-LTTng further improves overheads thanks to its efficient, in-kernel, asynchronous tracing and
logging. Compared to Vanilla, RA-LTTng’s elapsed times are only 8-33% slower; RA-LTTng is 1.7-7.2x
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Figure 3.2: FIO sequential read times in minutes (elapsed, user, and system).

faster than RA-Strace. (7) RA-LTTng adds much less user and system time overhead than Strace and RA-
Strace, because it performs most its actions inside the kernel and we use asynchronous threads that permit
better interleaving of I/O and CPU activities. (8) The FIO random-read test is the most challenging: unlike
writes, which can be processed asynchronously, uncached reads are synchronous. Sequential reads are easier
to handle than random reads thanks to read-ahead, which is why even the Vanilla elapsed time for random-
read (Figure 3.1(a)) takes about 10x longer the other three FIO runs. This makes all elapsed times (for
Strace, RA-Strace, and RA-LTTng) in Figure 3.1 longer than their counterparts in other FIO runs. Because
the system is more frequently blocked on I/Os in FIO’s random-read benchmark, the overheads imposed by
tracing, relative to Vanilla, are lower: 2.3 x for Strace, 1.9x for RA-Strace, and 1.1x for RA-LTTng.
Figure 3.5 shows the elapsed time needed to replay the FIO traces captured by RA-LTTng; the traces
captured with RA-Strace were functionally identical although event timings differed, but executing them
as-fast-as-possible (AFAP) was nearly identical to the results in this figure. (We remind the reader than an
optimized replayer was not an express goal of the work reported in this paper.) We observed the following
trends: (1) Overall, RA-Replayer has to read the trace file from disk and process it before it can be replayed.
Thus, RA-Replayer adds significant user time with one thread. (2) Whereas the FIO application has to
perform CPU computations (e.g., compute random offsets to write), RA-Replayer does not need to do so
(or user times would have been even longer). (3) Because RA-Replayer performs CPU processing and
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Figure 3.3: FIO random write times in minutes (elapsed, user, and system).

memory operations, it can interleave those with I/O activity of replaying the actual trace. Thus, overall
elapsed time overheads are more moderate than might be expected (0-72% slower). (4) One exception to
these observations is the random-read FIO benchmark. As explained above for trace-capture results, this
benchmark has the worst I/O behavior. Because 1/O is much slower here, RA-Replayer can catch up faster
when replaying AFAP events. And because RA-Replayer does not have the same “think time” that FIO
requires, overall RA-Replayer performs faster than the original FIO benchmark: 39% faster for one thread
and 10% faster for 8 threads.

We noted that with 8 threads, system time overheads can reach 37x and user times reach as high as
46 <. We investigated this overhead and found it due to a large number sched_yield system calls that the
Intel’s Threading Building Blocks (TBB) [45] executes in order to coordinate multiple threads: 1-8 replayer
threads, one master reader thread to coordinate reading from extents, and multiple threads that RA-Replayer
spawns to read from different extents; although we spawn one thread per extent type, which corresponds
to a specific system call, most of these threads are idle because we found that many applications execute
a small number of system calls most of the time (see Section 3.6). For example, the FIO sequential-read
experiment needs to executes 2.1M system calls recorded in the trace file. The TBB library adds another
1.1M sched_yield calls but these consume a negligible amount of time (see Figure 3.5(b)). The number
of sched_yields grows to 1.5M for 2 threads, 10.7M calls for 4 threads, and then jumps up to 422M
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Figure 3.4: FIO sequential write times in minutes (elapsed, user, and system).

sched_yieldcalls for 8 threads. At that point the contention for our 8-core servers becomes unreasonable:
8 replayer threads, one master reader thread, and several more active threads that DataSeries spawns to read
from different extents concurrently. That contention causes the system time to grow considerably in the
8-thread case. We plan to investigate ways to reduce this contention in future research.

3.4 LevelDB Macro-Benchmark

Figure 3.6 reports the total run time for LevelDB on a 1GB database, using 4 threads and the default sequence
of phases described in Section 3.2. Note that the 1GB DB is smaller than our 4GB system memory; this is
actually a worst-case benchmark compared to larger DB sizes because more system calls can execute without
blocking on slow 1/Os, while Re-Animator still need to persistently record every system call and its buffers
to a dedicated trace-capture drive. Thus, the overhead of Re-Animator is higher in this case. We can see
that Strace was more than 10x slower than the vanilla program. RA-Strace improved this overhead to 7.8 x,
thanks to our more efficient binary trace format. RA-LTTng improved this overhead even further, to 2.3 %,
due to its in-kernel asynchronous tracing infrastructure.

Figure 3.7 shows LevelDB’s random-read performance (in ms/operation) for different-sized databases.
We chose to report detailed results for Level DB because the random-read phase showed the most interesting
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because it ran fairly slowly: on the 1GB DB, st race was more than 7x slower than RA-Strace.
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Figure 3.7: LevelDB read-random latency for different-sized databases (in milliseconds per operation).

As expected, latency grows as the DB size grows. Once the DB size grows to 8GB—double the 4GB
RAM of our test servers—significant swapping and paging activity takes place; even for vanilla instances,
the latency for 8GB is more than 10x larger than for the 4GB DB.

On the whole, we see that RA-Strace is slower than vanilla on every DB size, commensurate with our
micro-benchmarks results (Section 3.3). When the DB size fits in memory (1GB), RA-Strace is 14.5x%
slower; when the DB size is large enough to cause more I/O activity (8GB), this relative overhead drops to
2.8 because system calls become more I/O-bound and run longer.

Relative to Vanilla, when the DB fits in memory (1GB), RA-LTTng is 3.5 slower; when the DB size
is large enough to cause more 1/O activity (§GB), this relative overhead drops to only 9% slower, thanks to
RA-LTTng’s superior scalability. Overall, RA-LTTng performs better than RA-Strace in all four DB sizes:
1.7-4.2x better.

Both RA-Strace and RA-LTTng show a jump in latency when going from 2GB to 4GB DB sizes—an
increase not seen in the vanilla benchmark (dbbench). The reason is that the 4GB DB mostly fits in memory
under Vanilla, and hence incurs few paging I/Os, especially because dbbench generates its data on the fly
(in memory). Tracing, however, requires additional I/Os to write the trace itself, and these I/Os compete for
page-cache space (and shared I/O busses) with the benchmark itself.

We captured a small trace of LevelDB running on a 250MB database, using one thread, with the default
sequence of phases described in Section 3.2: it took 81 seconds elapsed time. The DataSeries trace file for
this experiment was 25GB in size. Replaying it took 300 seconds, or 3.7 longer. We verified the on-disk
state after replaying this trace and it was identical to the original LevelDB run. Improving RA-Replayer’s
speed is part of our future work.
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3.5 MySQL Macro-Benchmark
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Figure 3.8: Counts (logig) of MySQL queries and transactions completed within a one-hour period.

Figure 3.8 shows the counts of total queries and transactions completed within one hour by sysbench
issuing requests to MySQL (on a log; scale). One or more queries were sent as a single transaction, hence
the number of transactions is lower than the total number of queries. In one hour, Vanilla completed 38.5M
queries. Relative to Vanilla, Strace performed extremely poorly—more than four orders of magnitude worse;
the overheads added by st race were just high enough to cause nearly all the MySQL queries to fail due
to timeouts. Because our RA-Strace is more efficient than st race, it was able to complete 5.3M queries
(about 14% of Vanilla’s performance); and because our RA-LTTng is even more efficient than RA-Strace, it
completed 21.2M queries (about 55% of Vanilla, or 4 x more than RA-Strace). These measurements explain
why users are leery of tracing live “production” applications and justify why system call tracing must have
overheads that are as low possible.

3.6 Trace Statistics

DataSeries comes with a tool called dsstatgroupby, which can extract useful statistics from DataSeries
trace files. Although a detailed analysis of such statistics is beyond the scope of this paper, to demonstrate the
usefulness of using traces beyond just replaying them, we highlight a few useful metrics that we extracted.

For example, the LevelDB experiment executed a total of 6,378,938 system calls (23 unique calls).
99.87% of all those calls were to write and pread. The distribution of buffer sizes passed to write
ranged from 20B to 64KB, with many odd and sub-optimal sizes just above 4KB. We noted that over 3M
write calls used a specific—and highly inefficient-buffer size of 138B. We hypothesize that the odd-sized
writes are related to atomic transactions in this KV store, suggesting that there may be significant room for
improving LevelDB’s performance by using an alternate data structure.

Similarly, the MySQL experiment executed a total of 8,763,035 system calls (37 unique). Four domi-
nating calls—pwrite, pread, fsync, and write—accounted for 99.95% of the calls. We found that
most pread calls were exactly 16KB in size and thus highly efficient. We also observed 2.5M fsync calls
(e.g., to flush transaction logs). We further explored the latency quantiles of £sync: about 20% of all calls
took less than 1ms but 0.01% of all calls (about 250) took over 100ms to complete (exhibiting tail latencies
observed by other researchers [23,39,47,55]).
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Chapter 4

Related Work

There are several approaches to tracing system calls: based on ptrace, interposing shared libraries, and
in-kernel methods.

4.1 Ptrace

Because pt race [35] has been part of the Unix API for decades, it is an easy way to track process behavior.
strace [89], released for SunOS in 1991, was one of the earliest tools to build upon ptrace; a Linux
implementation soon followed, and most other Unix variants offer similar programs such as t russ [28] and
tusc [12]. On Microsoft Windows, StraceNT [31] offers a similar facility.

All of these approaches share a similar drawback: because the trace is collected by a separate process
that uses system calls to access information in the target application, overheads are unusually high (as much
as an order of magnitude). In most cases, the CPU cost of collecting information overwhelms the I/O cost
of writing trace records. In theory, the cost could be reduced by modifying the pt race interface, e.g.,
by arranging to have system-call parameters collected and reported in a single pt race operation. To our
knowledge, however, there have been no efforts along these lines.

4.2 Shared-Library Interposition

A faster alternative to pt race that still requires no kernel changes is to interpose a shared library that re-
places all system calls with a trace-collecting version [22, 60]. Since the shared library runs in the same
process context, data can be captured much more efficiently. However, there are also a few drawbacks:
(1) the technique does not capture early-in-process activity (such as loading the shared libraries themselves;
(2) interposition may be difficult in chrooted environments where the special library might not be avail-
able; (3) trace collection in a multithreaded process may require additional synchronization; and (4) if the
user wishes to interpose more than one library, integration may be challenging. However, nothing in Re-
Animator’s design would preclude our techniques from being used in an interposition context.

4.3 In-Kernel Techniques

The lowest-overhead approach to capturing program activity is to do so directly in the kernel, where all
system calls are interceptable and all parameters are directly available. Several BSD variants, including
Mac OS X, offer ktrace [30], which uses kernel hooks to capture system-call information. Solaris supports
Dtrace [17] and Windows offers Event Tracing for Windows (ETW) [63]. All of these approaches capture
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events into an in-kernel buffer that is later emptied by a separate thread or process. Since kernel memory
is a precious resource, all of these in-kernel tools limit how much memory they use to store traced events,
and they drop events if not enough memory is available. We have verified this event-drop experimentally for
both dtrace and ktrace; ETW further limits any single captured event to 64KB in size.

The Linux Kprobes facility [21] has been used to collect read and write operations [79], but the approach
was complex and incomplete. A more thorough implementation is FlexTrace [87], which allows users to
make fine-grained choices about what to trace; FlexTrace also offers a blocking option so that no events are
lost. However, it does not capture data buffers.

Linux’s LTTng allows the user to allocate ample kernel buffers to record system calls, limited only by the
system’s RAM capacity; however, as we noted earlier, vanilla LTTng does not capture data buffers. Our RA-
LTTng captures those buffers directly to a separate file for later post-processing (and blocks the application
if the buffers are not flushed fast enough, ensuring high fidelity).

Many modern applications use mmap to more efficiently read and write files, but pt race-based systems
cannot capture mmaped events (e.g., page faults and dirty page flushes). In-kernel tracers can do so (e.g.,
TraceFS [7]). RA-LTTng currently does not track those events but we plan to add the capability as part of
our future work.

Finally, unlike st race and RA-LTTng, which have custom code to capture every ioct1 type, neither
Ktrace nor DTrace can capture buffers unless their length is easily known (e.g., the 3™ argument to read),
and thus neither captures 1oct 1 buffers at all. Moreover, Ktrace flushes its records synchronously: in one
experiment we conducted (FIO 8GB random-read using one thread), Ktrace imposed higher overheads than
our RA-LTTng, consuming at least 70% more system time and at least 50% more elapsed time.

4.4 Replayer Fidelity

To the best of our knowledge, no system-call replayer exists that can replay the buffers’ data (e.g.,towrite).
ROOT [88], which is based on st race, concentrates on solving the problem of correctly ordering multi-
threaded traces. It does not capture or replay actual system-call buffers. /TRACE [62] also concentrates on
parallel replay but does not reproduce the data passed from read and to write. We attempted to compare
ROOT and //TRACE to RA-Replayer but were unable to get them to run, even with the help of their original
authors.

RA-Replayer has options to verify that each replayed system call returned the same status (or error if
traced as such), as well as to verify each buffer (e.g., after a read). If any deviation is detected, we support
options to log a warning and then either continue or abort the replay. We are not aware of any other system-
call replayer with such run-time verification capabilities.

Thus, RA-Replayer faithfully reproduces on-disk state: file names and namespaces, file contents, and
most inode metadata (e.g., inode type, size, and UID and GID if replayed by a superuser). Because replaying
happens after the original capture, one limitation we have is that we do not reproduce inode access, change,
and modification times accurately—but the relative ordering of these timestamps is preserved.

Like hf-player [36,37], we use heuristics to determine how to replay events across multiple threads: any
calls whose start-to-end times did not overlap are replayed in that order.

4.5 Scalability

All system-call tracers can capture long-running programs, but using a binary trace format (e.g., as all in-
kernel tracers do) enables such tools to reduce I/O bottlenecks and the chance of running out of storage
space. That is why we modified st race to capture raw data and buffers and store them in the DataSeries
format, rather than verbosely displaying the traced calls for human consumption.
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ROOT [88] parses traces from several formats and then produces a C program that, when compiled and
run, will replay the original system calls. We believe this compiler-based approach is limited: whereas RA-
Replayer can replay massive traces (we replayed traces that were hundreds of GB in size), compiling and
running such huge programs may be challenging if not impossible on most systems.

4.6 Portable Trace Format

Dtrace [17], ktrace [30], and ETW [63] use their own binary trace formats. St race does not have a binary
format; its human-readable output is hard to parse to reproduce the original binary system call data [33,
42, 88]. (In fact, one of the reasons we could not get ROOT to run, despite seeking assistance from its
authors, is that the text output format of st race has changed in a fashion that is almost imperceptible to
humans but incompatible with ROOT’s current code.) Only LTTng uses a binary format, CTF [58], that is
intended for long-term use. However, CTF is relatively new and it remains to be seen whether it will be
widely adopted; in addition, because it is a purely sequential format, it is difficult to use with a multithreaded
replayer. Non-portable, non-standard, and poorly documented formats have hampered researchers interested
in system call analysis and replay (including us) for decades. Thus, we chose DataSeries [5], a portable,
well documented, open-source, SNIA-supported standard trace format. Our RA-Strace writes DataSeries
files directly. DataSeries comes with many useful tools to repack and compress trace files, extract statistics
from them, and convert them to other useful formats (e.g., such as plain text and CSV). The SNIA Trace
Repository [9] offers approximately 4TB of traces in this format. We left LTTng’s CTF format in place, so
as not to require massive code changes or complex integration of C++ into the kernel; instead, we wrote a
standalone tool that can convert CTF files to DataSeries ones offline.
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Chapter 5

Conclusion and Future Work

Tracing and trace replay are essential tools for debugging systems and analyzing their performance. We have
built Re-Animator, which captures system-call traces in a portable format and replays them accurately. We
found that regular st race can impose overheads as high as an order of magnitude for applications such
as LevelDB and MySQL. We provide two capture methods, one based on st race, which operates entirely
at the user level but with overheads of 7.3—7.8x, and a second one based on LTTng, which requires small
kernel modifications but runs with lower overheads of only 1.8-2.3 x compared to an untraced application.
Unlike previous systems, we capture all information, including data buffers for system calls such as read
and write, needed to reproduce the original application exactly.

Our replayer is designed for precise fidelity. Since it has access to the original data, it correctly repro-
duces behavior even on modern systems that employ data-dependent techniques such as compression and
deduplication. The replayer verifies its actions as it performs them, ensuring that the final on-disk state
matches the original. We have traced and replayed a number of popular applications and servers, comparing
outputs to ensure that they are correct.

5.1 Future Work

(1) In the future, we plan to add support for tracing applications that use mmap to read and write files
(which is possible only when tracing at the kernel level). (2) We will also investigate adding our user-
level modifications to similar tools that run on DTrace- and kt race-based systems. (3) The kernel-based
tracing systems we investigated can lose CTF events under heavy loads when insufficient kernel memory
buffers are available (but not system call buffers). We plan to investigate techniques to throttle applications
that generate many events, to allow traces to be written persistently without loss of any event. (4) Finally,
using our tools, we plan to collect long-term traces that will enable new areas of research, such as cyber-
security and machine learning.
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